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Introduction

Bagher et al.[1] Our modelReference

Our method consists of three following processes.

1. Data Preprocessing

𝜌𝑡1 = log(𝜌 𝜔ℎ, 𝜔𝑑 + 1), and 𝜌𝑡2 = log 𝜌 𝜔ℎ, 𝜔𝑑 𝒄𝒐𝒔𝑴𝒂𝒑 + 1 .

2. Ensemble Learning

We train an ensemble of dictionaries {𝑈 1,𝑘 , 𝑈 2,𝑘 , 𝑈(3,𝑘)}𝑘=1
𝐾 .

3. BRDF Model Selection 

Each BRDF is represented by 𝜒(𝑖) = 𝑆(𝑖) ×1 𝑈(1,𝑘) ×2 𝑈(2,𝑘) ×3 𝑈(3,𝑘). 

Gamma-mapped MSE is applied as an error metric to perform a model 

selection on the BRDF-value domain.
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BRDF Interpolation

BRDF Model Average SNR (dB) Standard deviation Maximum SNR (dB)

Ours 52.51 4.975 62.16

Bagher et al. [1] 42.76 11.632 63.88

Bilgili et al. [2] 32.63 5.872 43.17

Tongbuasirilai et al. [3] 33.83 5.523 42.71

Layered-to-Diffuse BRDFs

Glossy-to-Glossy BRDFs

Layered-to-Glossy BRDFs

SNR = 52.70 dBSNR = 34.06 dB

Evaluation with non-parametric BRDF models

BRDF interpolation on the learned dictionaries in the ensemble are 

smooth and orthogonal, which enables BRDF interpolation between two or 

more BRDFs in coefficient space.

When the number of coefficients is increased.

SNR = 51.44 dBSNR = 55.05 dB

We present a sparse non-parametric Bidirectional 

Reflectance Distribution Function (BRDF) model. We use a 

dictionary learning approach and train a model capable of 

representing the space of possible BRDFs using a set of 

multidimensional sub-spaces, or dictionaries. By training the 

dictionaries under a sparsity constraint, the model guarantees 

high-quality representations with minimal storage requirements 

and an inherent clustering of the BDRF-space. The model can be 

trained once and then reused to represent a wide variety of 

measured BRDFs. In addition, we show that any two, or more, 

BRDFs can be smoothly interpolated in the coefficient space of 

the model rather than the significantly higher-dimensional BRDF 

space. Experimental results show that the proposed approach 

results in about 9.75dB higher signal-to-noise ratio on average 

for rendered images as compared to current state-of-the-art 

models. 
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